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### 一、自己提出的问题的理解

#### 1.决策树剪枝时的值如何确定

理解：书上只给出大概定义，用于限制模型复杂度，根据具体要求具体确定

### 二、别人提出的问题的理解

#### 1. 如何证明CART剪枝算法中当确定时，存在唯一子树使得最小

理解：

#### 2.为什么较大的促使选择较简单的模型，较小的促使选择较复杂的模型？

理解：因为要使得损失函数尽量小，与结点数|T|相对应，是防止过拟合的一个罚项

#### 3. ID3算法和C4.5算法的区别

理解：C4.5算法是为了解决ID3决策树的一个缺点，当一个属性的可取值数目较多的时候，可能在这个属性对应的可取值下的样本只有一个或很少，那么这时候信息增益非常高，ID3算法会认为这个属性适合划分，但会带来泛化能力较弱的问题，不能对新样本进行有效检测

### 三、读书计划

#### 本周 学完第五章

#### 下周 学完第六章

### 四、读书笔记

#### 5.1 决策树模型与学习

* 分类决策树模型是一种描述对实例进行分类的树形结构，可以认为是定义在特征空间与类空间上的条件概率分布
* 也可看成一个if-then规则的集合，主要优点：模型具有可读性，分类速度快
* 决策树与条件概率分布
* 条件概率分布定义在特征空间的一个划分上，决策树的一条路径对应于划分中的一个单元，决策树所表示的条件概率分布由各个单元给定条件下类的条件概率分布组成
* 决策树学习
  + 决策树学习本质上是从训练数据集中归纳出一组分类规则
  + 决策树学习的损失函数通常为正则化的极大似然函数，学习的策略是以损失函数为目标函数的最小化
  + 当损失函数确定以后，学习问题就变为在损失函数意义下选择最优决策树的问题，通常采用启发式方法，得到的是次最优的（）
  + 算法：递归地选择最优特征并根据该特征对训练数据进行分割，使得对各个子数据集有一个最好的分类的过程
  + 这样产生的决策树可能产生过拟合，使用需要进行剪枝使得具有更好的泛化能力，或者对特征进行选择减少过于细分的过程
* 特征选择（全局选择）、决策树的生成（局部最优）、决策树的剪枝（全局最优）

#### 5.2 特征选择

* 特征选择问题
  + 准则通常是信息增益或信息增益率
* 信息增益
  + 设X是取有限个值的离散随机变量，概率分布为 则X的熵定义为
  + 熵越大，随机变量的不确定性越大
  + 联合分布 X给定条件下Y的条件概率分布的熵对X的数学期望
  + 信息增益
  + 特征A对训练数据集D的信息增益,定义为 也称为互信息（）
  + 特征选择方法：计算每个特征的信息增益，选择信息增益最大的特征
  + 算法：
* 信息增益比

#### 5.3 决策树的生成

* ID3算法
  + 相当于用极大似然估计法进行概率模型的选择
  + 选择信息增益最大的作为根节点，建立子节点再对子结点递归调用
  + 只有树的生成，容易产生过拟合
* C4.5生成算法
  + 对ID3算法进行改进，在生成的过程中用信息增益比来选择特征

#### 5.4 决策树的剪枝

* 表示模型对训练数据的预测误差，较大的促使选择较简单的模型，较小的选择较复杂的
* 剪枝，是当确定时选择损失函数最小的子树

#### 5.5 CART算法

* CART时在给定输入随机变量X条件下输出随机变量Y的条件概率分布的方法，假设决策树是二叉树，内部结点特征的取值为是和否，等价于递归地二分每个特征，将特征空间划分为有限个单元，在这些单元熵确定预测的概率分布
* CART生成
  + 递归地构建二叉决策树的过程，对回归树用平方误差最小化准则，对分类树用基尼指数最小化准则进行特征选择
  + 基尼指数
  + CART生成算法
  + 对结点计算现有特征对该数据集的基尼指数，对每个特征A对其可能取的每个值a，将D分割为两部分，选择基尼指数最小的特征及其切分点作为最优特征和最优切分点，再分配到子结点上，递归调用
* CART剪枝
  + 从底端剪去一些子树使得决策树变简单
  + 利用剪枝得到的子树序列通过交叉验证选取最优子树